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Frank Gaede
 DESY

LDC UK Meeting, Cambridge
September 21, 2007

Overview and Status of 
the LDC Software 
Are we ready for physics ?
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Outline
overview core tools
LCIO, Mokka, Marlin, Gear, (LCCD) 
status and new features
installation, build tools

putting it all together
reconstruction algorithms
physics studies

grid 
summary
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detector concepts
4 international detector concept studies 
for the ILC ongoing

DCRs written this year
3 LsOI planned for 2008 (joined LDC/GLD-> ILD)

2 EDRs planned for 2010
4 independent sw frameworks exist
some interoperability through common 
event data model/ file format LCIO

this talk about  “Marlin et al” - the LDC 
concept's framework 

SID

4th

GLD

LDC
?

ILD
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LDC sw-framework overview

Generator

Gear - geometry description 
LCCD – conditions data

AnalysisRecon-
struction

Simulation

Persistency FrameworkLCIO – persistency/data model

Mokka 
geant4 Marlin  - framework

MarlinUtil, CED, MarlinReco,...

Docs and downloads:
http://ilcsoft.desy.de
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MySQL

Mokka full simulation - overview

ttbar.slcio

main::MOKKA

CGA

C++ DriversC++ DriversC++ DriversC++ Drivers
Geant4

LC
IO

ttbar.stdhep

ttbar.steer

● developed at LLR (ecole polytechnique)
● writes LCIO
● uses MySQL DB + C++ geometry drivers
● flexible geometry - one driver per subdetector 

● models exist for LDC, SiD
● testbeam prototypes

● Calice
● EUPixelTelesescope 

geometry

generated 
4-vectors

job configuration
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LDC description in Mokka
LDC01_02Sc

● detailed description of LDC (DOD) exists in Mokka
● some caveats: missing Hcal ring and forward region 
● appropriate code exits – need to combine into new model
● fixed right now for planned  MonteCarlo production



Fr
an

k 
G

ae
de

, L
D

C
 U

K
 M

ee
tin

g,
 C

am
br

id
ge

, S
ep

te
m

be
r 2

1,
 2

00
7 

7

LCIO: persistency & event data model 
● DESY SLAC joined project 

(first presented at CHEP03)
● Java, C++ and f77 (!) API
● extensible data model
● now standard for 
●ILC persistency & datamodel
●-> used in all detector concept 
●    studies 

event serves
as container 
of untyped
collections
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LCIO runtime extensions (C++)
long pending user request:
attach user objects to LCObjects
fast and easy creation of links (relations) between various 
LCObject subtypes, eg. TrackerHits and Track

features
extension of the object with arbitrary (even non-LCObject) 
classes
bidirectional relations between LCObjects

one to one
one to many
many to many

extends LCIO from pure data
model and persistency

with capabilities needed for 
analysis and reconstruction
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Marlin – application framework

marlin::main

Digitization

Tracking

Clustering

PFlow

LCEvent

collection0collection0collection0collection0
collection0

…
read and

add
collections

OutputProcessor

MyInput2.slcio
MyInput1.slcio

MyInput0.slcio

MyInput.slcio

modular C++ application 
framework for the analysis and 
reconstruction of ILC data
LCIO as transient data model
xml steering files:
fully configure application
order of modules/processors
parameters global + processor

self documenting
parameters registered in user code

consistency check of 
input/output collection types
Plug & Play of modules
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Marlin recent developments 
Marlin fully functional since 2005
-> focus on increasing user, i.e. developer convenience
introduced new build system: CMake 

'successor of GNU autotools' - allows easy configuration of build 
process and multi-platform support (Linux, MacOS, Windows)

switched to shared libraries and support for plugins 
users can combine their binary from installed package libraries  

MarlinGUI, 
flow charts
 new logging mechanism:     

streamlog_out( DEBUG ) << “ digitizing hit : “ 
                                         << hit->getCellID() << std::endl ; 
[ DEBUG “TrackDigitizer” ]  digitizing hit : 12345678
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MarlinGUI 

● QT based gui
● convenient way to edit xml 
  steering files
● checks consistency of input/
  and output collections
● editing processor parameters
● browsing of LCIO collections
● define processors/algorithms to be run

J.Engels, DESY
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Marlin program flow charts

● create DOT files with 
  program flow
● use e.g. graphviz to 
  render into flow chart

B.Jeffrey, Oxford
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geometry for reconstruction

high level abstract interface:
per subdetector type (Hcal,TPC,...) 
parameters/quantities for reco

geometry + some navigation
implementation uses xml files written 
from Mokka (simulation)
abstract interface for detailed 
geometry &materials:

point properties
path properties
implementation based on geant4 

 MokkaGear 
● enforce only one source of geometry:

the simulation program creates the
geometry xml files used 
in reconstruction

 GEometry API for Reconstruction

( recently improved by K.Harder et al)
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example – GEAR API  VXD
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LCCD

Reading conditions data
from conditions database  
from simple LCIO file
from LCIO data stream
from dedicated LCIO-DB file

Writing conditions data

tag conditions data

Browse the conditions database

through creation of LCIO files
vertically (all versions for timestamp)
horizontally (all versions for tag)

CondDB API

CondDBMySQL

MySQL

LCCD
DBinterface

LCIO

cond_tag1.slcio

Reconstruction/Analysis Application

Linear Collider Conditions Data Toolkit

LCCD is used  for the
conditions data of the ongoing

ILC testbeam studies
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 ilc sw-installation
ilc software requirements and complexity has grown

~30 packages with sometimes optional dependencies
tool to make installation and build process easier:
ilcinstall (python)
script to install all of the LDC software in one go
“start script – go to lunch – run application”
fully configurable:
versions, dependencies/build options, links to existing 
packages/tools, e.g. root, CLHEP,...

used for reference installations in afs (SL3/SL4)
user can link  their packages against these 
even w/o installing any software on their computer 

/afs/desy.de/group/it/ilcsoft/v01-01
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Applications of Marlin et al
LDC detector optimization (MonteCarlo)
MarlinReco – full reconstruction suite

Digitization Calo,TPC, Silicon, PatternRecognition/Tracking, 
clustering, ParticleFlow algorithms: Wolf, TrackBased

PandoraPFA
ParticleFlow algorithm

LCFIVertex 
ZVTop/ZVKin vertex finding and fitting algorithms 

various physics analyses ...
testbeams (Data  & MonteCarlo)
the LDC software framework has been adopted by and 
improved within the EUDET project for ILC testbeam 
infrastructure
Calice -  calorimeter
MarlinTPC – TPC tracking
EUTelescope – pixel telescope for silicon tracking

using the same core
framework for MC/offline
and testbeam/online
provides synergies for 
both worlds
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Reconstruction @ the ILC
 general ILC detector features:

precision tracking
precision vertexing
high granularity in calorimeters 

( Ecal ~1cm, Hcal ~1-5cm)  
important:  very high jet-mass resolution ~30%/sqrt(E/GeV) 

● reconstruct all single particles
● use tracker for charged particles
● use Ecal for photons
● use Hcal for neutral hadrons

Particle Flow

E jet

2=trk
2 ∑

i
E trk , i
4 ECal

2 EECalHCal
2 EHCal confusion

2

trk=1/ p≈5⋅10−5 , ECal=
 E
E

≈0.1, HCal≈0.5

● dominant contribution (E<50 GeV):
● Hcal resolution

● confusion term

● PFA performance determines detector resolution 
● need sophisticated algorithms for minimal confusion 
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example: photon finding in MarlinReco
P.Krstonosic

● sophisticated photon ID
● not yet incl. in PFA algorithms
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MarlinReco - FullLDCTracking
A.Raspereza (MPI)

● TPC: LEPTracking (wrapped LEP code)
● VXD, FTD, SIT:

● detailed silicon digitization 
● standalone patrec  + fitting

● LDCTracking:
● combine tracks
● find loopers
● refit (Kalman Filter)
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MarlinReco - FullLDCTracking
A.Raspereza (MPI)

● can now use real tracking code and PFA for detector optimization !
● improved recently: coherent Bfield desc., various fit options,...
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PandoraPFA M.Thomson

Pandora is the most
sophisticated and
best performing

PFA to date
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 PandoraPFA performance 

'proof of concept' for PFA @ILC
-> use for detector optimization

● PFA improves with:
● thicker Hcal
● larger Tracking radius
● higher Bfield

● can use PFA for cost conscious 
optimization

M.Thomson

[TrackCheater used]
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physics with different PFAs

 SW- tools:
● Mokka 
● MarlinReco/MarlinUtil
● TrackCheater/LDCTracking
● PandoraPFA
● Wolf
● TrackBasedPFA

Michele Faucci Gianelli
ZHH analysis

Katarzyna Wichmann
Higgstrahlung analysis

m_Higgs, Z->mumu m_Higgs, Z->ee

● modular frameworks allow comparison of different (PF)Algorithms
● can use multiple algorithms for cross check of detector optimization
● so far Pandora is best
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WW scattering with full sim-reco

 SW- tools:
● Mokka LDC00Sc
● MarlinReco/MarlinUtil
● TrackCheater
● PandoraPFA

WW ZZ

● full sim & reco
●Tesla fast simulation

 full simualtion and reconstruction tools start to have maturity
  to be used for validation of results from fast simulation
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Higgs-Recoils analysis

● particle ID code based on Log-Likelihood 
  method developed 
● can be used in other Marlin bases analysis
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ILC and the grid
Grid computing is the strategic technology for future 
HEP computing
significant computing resources will be available in 
the grid only
virtual organizations 'ilc' and 'calice' are in place and 
supported by a growing number of grid sites

~20 sites worldwide
all of UK Tier-2 sites
calice is using the grid for massive data processing and 
storage
for the rest of ilc only a few power users
-> need a coherent approach to run ilc software on the grid
to make it a useful tool for everyone in the community
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LDC/ILD and the grid
some tools for job submission and meta data 
handling exist 

already used for MC production (rather rudimentary)
xmas05 MC production

plan: use LHC expertise and tools to improve these
Glasgow and Edinburgh groups expressed interest in 
contributing to this effort (contact with DESY group)
use tools like Ganga and Dirac,....

DESY group about to set up software distribution 
system for VO ILC 
ilcsoft releases: Marlin et al, Mokka, ....
aim: have full ilcsoft release on all grid workernnodes
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grid Monte Carlo production
DESY detector optimization group now looking into 
'mass production' of LDC Monte Carlo
make 500 fb-1 of SM generator 4-vector data files 
available on the grid (1.7 TB, produced at SLAC)

debug and test job submission, data catalogue,..
fix issues in Mokka detector description
discuss physics benchmark for detector optimization

input from ILD community needed
which channels ?
how much data ?
how many / which detector models ?

- ideally this should be a real community effort
so that all groups can benefit from the data sample

for their optimization study
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Summary & Outlook
LDC (ILD) has a mature and easy to use software 
framework 
important tools developed in this framework: 
Vertexing and flavor tagging 
high performance full Tracking algorithms
various PFA algorithms 

PandoraPFA demonstrates that “PFA works” @ ILC !
use full reconstruction for detector optimization and 
physics studies !

Outlook
● need to put everything together and create
  'standard reconstruction'
● agree on benchmarks for LOI detector optimization
● start 'massive' MonteCarlo production on the grid

A: yes, the software is ready for physics !
It's a good time to get involved in ILD ! 


